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Abstract

We consider the problem of learning a hypergraph using edge-detecting queries. In this model,
the learner may query whether a set of vertices induces an edge of the hidden hypergraph or not.
We show that an r-uniform hypergraph with m edges and n vertices is learnable with O(24'm-
poly(r,logn)) queries with high probability. The queries can be made in O(min(2" (logm+r)?,
(logm+r)3)) rounds. We also give an algorithm that learns an almost uniform hypergraph of
dimension r using O(2°(1+2)) . ml+2 . poly(logn)) queries with high probability, where A is the
difference between the maximum and the minimum edge sizes. This upper bound matches our
lower bound of Q((%)”%) for this class of hypergraphs in terms of dependence on m. The
queries can also be made in O((1+ A) -min(2" (logm-r)2, (logm-r)2)) rounds.

Keywords: query learning, hypergraph, multiple round algorithm, sampling, chemical reaction
network

1. Introduction

A hypergraph H = (V,E) is given by a set of vertices V and a set of edges E, which is a subset of
the power set of V (E C 2V). The dimension of a hypergraph H is the cardinality of the largest set
in E. H is said to be r-uniform if E contains only sets of size r. In this paper, we are interested in
learning a hidden hypergraph using edge-detecting queries of the following form

QH(S) : does S include at least one edge of H?
where S C V. The query Qu (S) is answered 1 or 0, indicating whether S contains all vertices of at
least one edge of H or not. We abbreviate Qn (S) to Q(S) whenever the choice of H is clear from

the context. This type of query may be motivated by the following scenarios. We are given a set of
chemicals, in which some groups of chemicals react and others don’t. When multiple chemicals are
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combined in one test tube, a reaction is detectable if and only if at least one group of chemicals in
the tube react.

Considerable effort, for example, Grebinski and Kucherov (1998), Beigel et al. (2001), Alon
et al. (2004), Angluin and Chen (2004), and Alon and Asodi (2005), has been devoted to the case
when the underlying reaction network is a graph, that is, chemicals react in pairs. Among them,
Grebinski and Kucherov (1998), Beigel et al. (2001) and Alon et al. (2004) study the case when
the underlying networks are Hamiltonian cycles or matchings, which have specific applications to
genome sequencing. In this application, DNA sequences are aligned according to the reactions that
involve the two ends of pairs of DNA sequences in certain experimental settings. The reaction graph
can be characterized as either a Hamiltonian cycle or path (if you consider each DNA sequence as a
vertex) or a matching (if you consider each end of a DNA sequence as a vertex). Implementations of
some of these algorithms are in practical use. Grebinski and Kucherov (2000) also study a somewhat
different and interesting query model, which they call the additive model, where instead of giving a
1 or 0 answer, a query tells you the total number of edges contained in a certain vertex set.

Angluin and Chen (2004) generalize the problem of learning with edge-detecting queries to
general reaction graphs and show that general graphs are efficiently learnable. In this work, we
consider a more general problem when the chemicals react in groups of size more than two, that
is, the underlying reaction network is a hypergraph. In Angluin and Chen (2004), they give an
adaptive algorithm which takes O(logn) queries per edge, where n is the number of vertices. This
is nearly optimal as we can easily show using an information-theoretic argument. For the problem
of learning hypergraphs of bounded dimension and a given number of edges, a similar information-
theoretic argument gives a lower bound that is linear in the number of edges. However, the lower
bound is not achievable. It is shown in Angluin and Chen (2004) that Q((2m/r)"/?) edge-detecting
queries are required to learn a general hypergraph of dimension r with m edges. In the heart of the
construction of Angluin and Chen (2004), edges of size 2 are deliberately arranged to hide an edge
of size r. The discrepancy in sizes of different coexisting edges is the main barrier for the learner.
However, this lower bound does not preclude efficient algorithms for classes of hypergraphs whose
edges sizes are close. In particular, the question whether there is a learning algorithm for uniform
hypergraphs using a number of queries that is linear in the number of edges is still left open, which
is the main subject of this paper.

In this paper, we are able to answer this question affirmatively. Let n be the number of vertices
and m be the number of edges in the hypergraph. We show that an r-uniform hypergraph is learnable
with O(24m - poly(r,logn, log %)) queries with probability at least 1 — 8.

We also obtain results for learning the class of hypergraphs that is almost uniform. Formally
speaking,

Definition 1 A hypergraph is (r,A)-uniform, where A < r, if its dimension is r and the difference
between its maximum and minimum edge sizes is A, or equivalently, the maximum and the minimum
edge sizes are r and r — A respectively.

The class of hypergraphs used in the construction of the lower bound in Angluin and Chen (2004)
is in fact (r,r — 2)-uniform. Therefore, they show that Q((2m/r)"/2) edge-detecting queries are
required to learn a (r,r — 2)-uniform hypergraph. Based on this result, we show by a simple re-
duction that Q((%)”%) queries are required to learn the class of (r,A)-uniform hypergraphs. On
the other hand, we extend the algorithm that learns uniform hypergraphs to learning the class of
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(r,AD)-uniform hypergraphs with O(2°((3+2)) . m1+2 . poly(logn, log 1)) queries with probability at
least 1 — &. The upper bound and lower bound have the same dependence on m.

Another important issue studied in the literature is the parallelism of algorithms. Since the
queries are motivated by an experiment design scenario, it is desirable that experiments can be
conducted in parallel. Alon etal. (2004) and Alon and Asodi (2005) give lower and upper bounds for
1-round algorithms for certain types of graphs. Beigel et al. (2001) describe an 8-round algorithm
for learning a matching. Angluin and Chen (2004) give a 5-round algorithm for learning a general
graph. In this paper, we show that in our algorithm for r-uniform hypergraphs, queries can be made
in O(min(2" (logm+r)?, (logm+r)2)) rounds, and in our algorithm for (r,A)-uniform hypergraphs,
queries can be made in O((1+A) -min(2" (logm+r)2, (logm +r)3)) rounds.

In the paper, we also introduce an interesting combinatorial object, which we call an indepen-
dent covering family. Basically, an independent covering family of a hypergraph is a collection
of independent sets that cover all non-edges. An interesting observation is that the set of negative
queries of any algorithm that learns a hypergraph drawn from a class of hypergraphs that is closed
under the operation of adding an edge is an independent covering family of that hypergraph. Note
both the class of r-uniform hypergraphs and the class of (r,A)-uniform hypergraphs are closed un-
der the operation of adding an edge. This implies that the query complexity of learning such a
hypergraph is bounded below by the minimum size of its independent covering families. In the
opposite direction, we give subroutines to find one arbitrary edge from a hypergraph. With the help
of the subroutines, we show that if we can construct small-sized independent covering families for
some class of hypergraphs, we are able to obtain an efficient learning algorithm for it. In this paper,
we give a randomized construction of an independent covering family of size O(r22'mlogn) for
r-uniform hypergraphs with m edges. This yields a learning algorithm using a number of queries
that is quadratic in m, which is further improved to give an algorithm using a number of queries that
is linear in m.

As mentioned in Angluin and Chen (2004) and some other papers, the hypergraph learning
problem may also be viewed as the problem of learning a monotone disjunctive normal form (DNF)
boolean formula using membership queries only. Each vertex of H is represented by a variable and
each edge by a term containing all variables associated with the vertices of the edge. A membership
query assigns 1 or 0 to each variable, and is answered 1 if the assignment satisfies at least one term,
and O otherwise, that is, if the set of vertices corresponding to the variables assigned 1 contains all
vertices of at least one edge of H. An r-uniform hypergraph corresponds to a monotone r-DNF. An
(r,A)-uniform hypergraph corresponds to a monotone DNF whose terms are of sizes in the range
of [r —A,r]. Thus, our results apply also to learning the corresponding classes of monotone DNF
formulas using membership queries.

The paper is organized as follows. In Section 3, we formally define the concept of an inde-
pendent covering family and give a randomized construction of independent covering families for
general r-uniform hypergraphs. In Section 4, we show how to efficiently find an arbitrary edge in
a hypergraph and give a simple learning algorithm using a number of queries that is quadratic in
the number of edges. In Section 5, we give an algorithm that learns r-uniform hypergraphs using
a number of queries that is linear in the number of edges. Then we derive a lower bound for al-
most uniform hypergraphs in Section 6. Finally, we show how to learn the class of (r,A)-uniform
hypergraphs in Section 7.
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2. Preliminaries

Let H = (V,E) be a hypergraph. In this paper, we assume that edges do not contain each other,
as there is no way to detect the existence of edges that contain other edges using edge-detecting
queries. A subset of V is an independent set of H if it contains no edge of H. We use the term
non-edge to denote any set that is a candidate edge in some class of hypergraphs but is not an edge
in the target hypergraph. For example, in an r-uniform hypergraph, any r-set that is not an edge is
a non-edge. In an (r,A)-uniform hypergraph, any set of size in the range of [r — A, r] that is not an
edge is a non-edge. The degree of a set x CV in a hypergraph H denoted as dy (X) is the number of
edges of H that contain X. In particular, dy (0) = |E| is the number of all edges in H.
Throughout the paper, we omit the ceiling and floor signs whenever they are not crucial.

3. An Independent Covering Family

Definition 2 An independent covering family of a hypergraph H is a collection of independent sets
of H such that every non-edge not containing an edge is contained in one of these independent sets.

When H is a uniform hypergraph, the above only requires that every non-edge is contained in
one of the independent sets in the independent covering family. An example is shown below.

Example 1 LetV =[1,6]. LetH = (V,{{1,2,3},{4,5,6},{2,4,5}}) be a 3-uniform hypergraph.
F={{1,2,4,6},{1,2,5,6},{1,3,4,5},{1,3,4,6},{2,3,4,6},{2,3,5,6}}

is an independent covering family of H. As we can easily verify, all sets in F are independent sets,
and every triple except {1,2,3},{4,5,6},{2,4,5} is contained in some set in F.

The concept of independent covering families is central in this paper. This can be appreciated
from two aspects.

First, we observe that if the target hypergraph is drawn from a class of hypergraphs that is
closed under the operation of adding an edge (e.g., the class of all r-uniform hypergraphs), the
set of negative queries of any algorithm that learns it is an independent covering family of this
hypergraph. This is because if there is a non-edge not contained in any of the sets on which these
negative queries are made, we will not be able to distinguish between the target hypergraph and the
hypergraph with this non-edge being an extra edge. Therefore, the minimum size of independent
covering families bounds the query complexity from below. Furthermore, any learning algorithm
gives a construction of an independent covering family of the target hypergraph. Therefore, in order
to learn the hypergraph, we have to be able to construct an independent covering family for it.

Second, although the task of constructing an independent covering family seems substantially
easier than that of learning, since the hypergraph is known in the construction task, we show that
efficient construction of small-sized independent covering families yields an efficient learning algo-
rithm. In Section 4, we will show how to find an arbitrary edge out of a hypergraph of dimension
r using O(rlogn) queries. Imagine a simple algorithm in which at each iteration we maintain a
sub-hypergraph of the target hypergraph which contains edges that we have found, and construct
an independent covering family for it and ask queries on all the sets in the family. If there is a set
whose query is answered positively, we can find at least one edge out of this set. The edge must
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be a new edge as the set is an independent set of the sub-hypergraph that we have found. We re-
peat this process until we have collected all the edges in the target hypergraph, in which case the
independent covering family we construct is a proof of this fact. Suppose that we can construct an
independent covering family of size at most f(m) for any hypergraph with at most m edges drawn
from certain class of hypergraphs. The above algorithm learns this class of hypergraphs using only
O(f(m)-m-rlogn) queries.

In the rest of this section, we give a randomized construction of a linear-sized (linear in the
number of edges) independent covering family of an r-uniform hypergraph which succeeds with
probability at least 1/2. By the standard probabilistic argument, the construction proves the existence
of an independent covering family of size linear in the number of edges for any uniform hypergraph.
This construction leads to a quadratic algorithm described in Section 4, and is also a central part of
our main algorithm given in Section 5.

Our main theorem in this section is as follows.

Theorem 3 Any r-uniform hypergraph with m edges has an independent covering family of size
O(r2mlogn).

Before giving the construction, we introduce some notation and definitions. We call a vertex set
X CV relevant if it is contained in at least one edge in the hypergraph. Similarly, a vertex is relevant
if it is contained in at least one edge in the hypergraph. Let py(X) = 1/(2"+dw (x))Y XD, where
X is a relevant vertex set. We will call py(X) the discovery probability of x, as this is a probability
that will help in discovering edges containing x in our learning algorithms.

Definition 4 A (x, p)-sample is a random set of vertices that contains X and contains each other
vertex independently with probability p.

We will abbreviate (X, p)-sample as x-sample when the choice of p is clear or not important in the
context.

In the construction, we draw (X, pn (X))-samples independently for each relevant set x. Each
(X, PH (X))-sample deals only with non-edges that contain X. Let us take a look at the probability
that a (X, pH(X))-sample Py covers some non-edge z O X while excluding all edges. Due to our
choice of py(X), .

Priz C Py = PH (0" X = g

Therefore, if we draw 2" *1dy () many x-samples, the probability that z is contained in at least one
x-sample is Q(1). However, such a x-sample is not necessarily an independent set. Especially when
z contains a high degree subset X/, it is likely that such a X-sample contains an edges that contains x’.
But since we will also draw (X, pu (x’))-samples, it is reasonable to hope that a (x’, pu (X’))-sample
has better chance of success in dealing with z. In fact, in our construction, we show that the set of
x-samples, where x C z has the minimum discovery probability among all relevant subsets of z, has
an independent set that contains z with probability at least 1/2.

A construction of an independent covering family is given in Algorithm 1, which succeeds with
probability at least 1/2 as shown by Lemma 5.

Lemma5 7y (constructed in Algorithm 1) contains an independent covering family of H with
probability at least 1/2.
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Algorithm 1 Construction of an independent covering family
1. Fn < a set containing 4(In2+rinn) - 2"du(X) (X, pr(X))-samples drawn independently for
every relevant set x.
2. QOutput the independent sets contained in #y as an independent covering family.

Proof Suppose z is a non-edge and ¥ is a subset of z with the minimum discovery probability. Let
Py be a x-sample. As argued before,

1

Since X has the minimum discovery probability, the degree of any subset x’ C z is at most
1/(2"1py (x)"~X1). By the union bound,

Pr[Py is independent|z C Py] > 1 — Z dr (X)) pr (X)X

Xz

1 /
>1— - - r—Ix'l

=1/2.

The probability that a x-sample contains z and is independent is at least 1/(2"+2dy (X)). Therefore,
the probability that such a x-sample exists in % is at least

1 :
1—(1— 4(In2+rInn)-2"dy (X)
4 00
>1— e—(rlnn+|n2)
1
=1—
2n-'
Thus, the probability that every non-edge is contained in some negative sample in Fy is at least
1_(?)/(2nr)21/2. ]

Theorem 3 is then established by the fact that the size of 7 is bounded by ¥, 4(In2+rlnn)-
2"dy (X) = O(r2mlogn).

4. A Simple Quadratic Algorithm

In this section, we first give an algorithm that finds an arbitrary edge in a hypergraph of dimension
r using only rlogn edge-detecting queries. The algorithm is adaptive and takes rlogn rounds. The
success probability in the construction of independent covering families in the previous section can
be easily improved by drawing more samples. Using the high-probability version of the construc-
tion, we obtain an algorithm using a number of queries that is quadratic in m that learns an r-uniform
hypergraph with m edges with high probability. Although the first algorithm for finding one edge is
deterministic and simple, the round complexity rlogn might be too high when n is much larger than
m. We then improve the round complexity to O(logm + r) using only O(logmlogn) more queries.
The improved algorithm is randomized and succeeds with high probability.
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4.1 Find One Edge

We start with a simpler task, finding just one relevant vertex in the hypergraph. The algorithm
FIND-ONE-VERTEX is shown in Algorithm 2.

Algorithm 2 FIND-ONE-VERTEX
1. S—V,A<V.
2: while |[A| > 1 do
3:  Divide A arbitrarily into Ag and Ay, such that |Ag| = [|A]/2], |A1] = [|A]/2].

4 if Q(S\Ag) =0 then
5: A — Ap.

6. else

7 A — A1, S S\Ao.
8 endif

9: end while

10: Output the element in A.

Lemma 6 FIND-ONE-VERTEX finds one relevant vertex in a non-empty hypergraph with n ver-
tices using at most logn edge-detecting queries.

Proof First we show that the following equalities hold for each iteration (see Figure 1).

Q(S) = 1,Q(S\A) = 0.

QA =0 Q(5)=1

Figure 1: An illustration of FIND-ONE-VERTEX

These equalities guarantee that A contains at least one relevant vertex. Since we assume that
the hypergraph is non-empty, the above equalities clearly hold for our initial assignment of S and A.
Let’s assume Q(S) =1 and Q(S\A) = 0 at the beginning of an iteration. There are two cases:

1. Q(S\Ao) =0, clearly the equalities hold for S and Ao.

2. Q(S\Ap) =1, since Q((S\Ag)\A1) = Q(S\(AgUA1)) = Q(S\A) = 0, the equalities hold for
S\Ao and A;1.

Since the size of A halves at each iteration, after at most logn iterations, A has exactly one rele-
vant vertex. The algorithm takes at most logn edge-detecting queries in total, as it makes one query
in each iteration. [ |
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Using FIND-ONE-VERTEX as a subroutine, FIND-ONE-EDGE (Algorithm 3) is a recursive
algorithm that finds one edge from a non-empty hypergraph, which is not necessarily uniform.
Note knowledge of r is not required in FIND-ONE-EDGE. It is included in the description of the
algorithm for the purpose of explanation.

Algorithm 3 FIND-ONE-EDGE
1. Letr > 0 be the dimension of the hypergraph.
Call FIND-ONE-VERTEX and let v be the found vertex.
Make a query on {v}.
if the query is answered 1 then
Output {v}.
else
FIND-ONE-VERTEX also computes a set S such that Q(S) = 1 and Q(S\{v}) =0. That is,
S contains only edges incident with v.
8 Call FIND-ONE-EDGE on the hypergraph induced on S with the vertex v removed. The
hypergraph is of dimension at most r — 1. Let e be the found edge.
9:  Output the edge e U {v}.
10: end if

No gk wN

Edge-detecting queries for recursive calls of FIND-ONE-EDGE can be simulated recursively.
To make an edge-detecting query for a next-level recursive call of FIND-ONE-EDGE, we just need
to make an edge-detecting query at the current level on the union of a subset of S and {v}. In fact,
each time, we make edge-detecting queries on the union of a subset of S and the set of vertices
already found.

In FIND-ONE-EDGE, because S contains only edges incident with v, eU {v} is an edge in the
hypergraph. This establishes its correctness. The following lemma shows that it uses only rlogn
queries.

Lemma 7 FIND-ONE-EDGE finds one edge in a non-empty hypergraph of dimension r with n
vertices using rlogn edge-detecting queries.

Proof When r =1, the problem is exactly that of finding one relevant vertex and hence solvable us-
ing logn queries. It is evident that if FIND-ONE-EDGE uses (r — 1) logn queries for a hypergraph
with dimension r — 1. then it only uses (r —1)logn+ logn = rlogn queries for a hypergraph with
dimension r. [ |

4.2 A Quadratic Algorithm

With the help of FIND-ONE-EDGE, we give the first learning algorithm for r-uniform hypergraphs.
A sketch of the algorithm has been described in Section 3. Let H = (V,E) be the sub-hypergraph
the algorithm has found so far. Algorithm 4 learns a uniform hypergraph with probability at least
1— 0. We will specify & later.

In the algorithm we draw 4(In( )+rinn)-2"dy(x) x-samples. Using essentially the same
argument as in Section 3, we can guarantee that Fy contains an independent covering family with
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Algorithm 4 The quadratic algorithm
1. e — FIND-ONE-EDGE(V). E — {e}.

2: repeat
3 Fu<—4(In % +riInn)-2"dy(X) (X, pu(X))-samples drawn independently for every relevant
set x in H.

4. Make queries on sets of 7y that are independent in H.

5. Call FIND-ONE-EDGE on one positive sample if there exists any. Let e be the edge found.
E—EU{e}

6: until no new edge found

probability at least 1 — &'. Algorithm 4 finds one new edge at each iteration because Fy is an
independent covering family of the already found sub-hypergraph H. Thus, it ends after at most m
iterations. If we we choose &' = 8/m, it will succeed with probability at least 1 — 8. As knowledge
of m is not assumed, we will choose & = §/(}) < &/m. The query complexity will be O(2%'m?-
poly(r,logn) - log %), which is quadratic in m.

4.3 An Improved FIND-ONE-EDGE

Despite the simplicity of FIND-ONE-EDGE, its queries have to be made in rlogn rounds. When
irrelevant vertices abound, that is, when n is much larger than m, we would like to arrange queries in
a smaller number of rounds. In the following, we use a technique developed in Damaschke (1998)
(for learning monotone boolean functions) to find one edge from a non-empty hypergraph with high
probability using only O(logm+-r) rounds and O((logm+-r) logn) queries. However, the algorithm
is more involved.

The new algorithm is also based on FIND-ONE-VERTEX. The process of FIND-ONE-VERTEX
can be viewed as a binary decision tree. At each internal node, a set A is split and a decision on
which branch to follow is made based on query results. The FIND-ONE-VERTEX algorithm does
not restrict how we split the set A as long as we divide it into halves. In the new algorithm, we will
pre-determine the way A’s will be divided at the very beginning of the algorithm.

Let us index each vertex by a distinct binary number biby...bjogn. Each split is based on a
certain bit. We say that we split a set A according to its it" (i € [1,logn]) bit, we will divide A into
two sets, one containing vertices whose it" bits are 0 and the other containing vertices whose it"
bits are 1. We will denote these two sets A|p—o and Al 1 respectively. If we split A|p o further
according to the j™ bit, we get another two sets (Alp=0)|b=0 and (A|p=0)|b;=1. We will abbreviate
these two sets as A\bi:o,bj:o and A\bizo,bjzl. In general, let s be a partial assignment that assigns
some bits to 0 or 1, we use Als to denote the set of vertices in A that match the assignments of bits
ins.

Using this notation and our splitting scheme, at each iteration of FIND-ONE-VERTEX, A is
equal to V|s for some partial assignment s, and Ag and A; are equal to Alp—o and A|p—1 if we
split A according to the it" bit. One of the key ideas in Damaschke (1998) is that because the
splits are pre-determined, and the queries are monotone in terms of subset relation, we can make
queries on pre-determined splits to make predictions. The idea will be made clear in the rest of
the section. PARA-FIND-ONE-VERTEX (Algorithm 5) improves the round complexity of FIND-
ONE-VERTEX.
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Algorithm 5 PARA-FIND-ONE-VERTEX

1. S—V,A—V,l — [l logn].
2: while |A] > 1do

3 Viel, make queries on (S\A) UA|p—o and (S\A) UA|p—1.

4. LetRj = (Q((S\A) UA|p=0), Q((S\A) UA|p=1)) be the query results fori € I.
5. case 1: Ji € | such that R; = (0,0)

6: A — Alp—o,1 — I\ {i}.

7. case2: dielsuchthatR = (1,1)

8: Choose a from {0, 1} uniformly at random.

o A — Alp=a, S — (S\A) UA|p=a, | — I\ {i}.

10 case3:Viel,Ri=(1,0)orR;=(0,1)

11: Swap the indices of vertices so that R; = (1,0) for every i € I. (If Rj = (0,1), we flip the
it bit of all the indices, that is, for every vertex, if the it bit of its index is 0, we set the it"
bit to 1 and vice versa.)

12: Viel, let A' = Alyjer j<ib—o and make a query on S' = (S\A) UA!,

13: Let i* = min {i|Q(S') =0} if it exists and the largest index in | otherwise. Let j* =
max{j|j <i*,jel}.

14: | —{ili>i*iel}.

15: if all queries are answered 1 then

16: A — A" S S" (i* is the largest index in | in this case).

17: else

18: A—A" S Sl

19: end if

20: end while

21: Output the element in A.

In PARA-FIND-ONE-VERTEX, the equalities Q(S) = 1,Q(S\A) = 0 are also preserved at all
times, which establishes the correctness. We first make queries on (S\A) UA|p—o0 (= S\A|p=1) and
(S\A) UA|p =1 (= S\A|p—0) for every i. There are 3 possible query outcomes.

case 1:

case 2:

If there exists i such that R; = (0,0), that is, both queries are answered 0, all edges contained
in S are split between A|p—o and Al —1, that is, the intersections of each edge with these two
sets are a partition of the edge. We call this case an edge-splitting event. The iterations at
which an edge-splitting event happens are edge-splitting iterations. Since we then set A to be
Alp =0, the intersection of A with any edge contained in S becomes strictly smaller. Because
we will only shrink A in other cases, the intersections will never increase. Thus, there are at
most r — 1 edge-splitting iterations as each edge is of size at most r.

If there exists i such that R;j = (1,1), that is, both queries are answered 1, we can set S to
be either of the two sets (S\A) UA|p—o and (S\A) UA|p—1 as they both contain edges, and
set A to be Alp—o Or A|p—1 respectively. The equalities Q(S) = 1,Q(S\A) = 0 are preserved
in this case. However, we would like to choose whichever of the two sets (S\A) UA|p—o
and (S\A) UA|p=1 contains fewer edges. Because they do not share a common edge as their
intersection S\A does not contain an edge, the sum of the numbers of edges contained in
these two sets is at most the number of edges contained in S. If we choose the set with fewer
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edges, we will cut the number of edges contained in S in half. With a random choice, this
happens with probability 1/2. We will call this case an edge-separating event and call the
corresponding iteration an edge-separating iteration.

case 3: If neither of the two events happens, we need to deal with the third case where Vi € I, one
of the queries is answered 0 and the other is answered 1. In this case, for convenience of
exposition, we will flip the indices of all vertices, so that R; = (1,0) for every i € I. Thus,
Vie l,Q((S\A) UA|p=0) = 1. In this case, we can set A to Al,—o for some i € I, and the
equalities Q(S) = 1,Q(S\A) = 0 are preserved. However, this won’t help us to reduce the
round complexity as it only cuts A in half.

Consider the next split. We shall divide Alp—o further into Al —op;—0 and Ay —op,=1 for
some j €1, j #i. Since we already know that Q((S\A) UA|p,—1) = 0, the fact that A|p—o ;=1
is a subset of Alp,—1 implies Q((S\A) UA|p—0p,=1) = 0. Therefore, we only need to know
Q((S\A) UA|b=0,b;=0)-

(@) Ifitis 1, we canset Ato be A\bi:ij:o and continue.
(b) Otherwise, it is 0, an edge-splitting event takes place.

In PARA-FIND-ONE-VERTEX, we choose the indices we use to split A in the increasing
order of indices in | and make queries on S' = (S\A) UA! for every i € | all in parallel (recall
that A" = Alyjer,j<ib;—0). If all queries are answered 1, i* is the largest index in I and A" is
a singleton set containing a relevant vertex. Otherwise, we get an edge-splitting event, since
SI" = (S\A) UAI" contains edges, but both (S\A) UAI" |, o and (S\A) UAI"|,.—1 don’t (note
that j* is the index right before i* in the increasing order of indices in | and A" = Al lb.=0)- In
this case, it can be verified that our updates to A and S in the third case preserve the equalities

Q(S) = 1,Q(S\A) = 0.

By the above analysis, the first case and the third case both result in an edge-splitting event or
succeed in finding a relevant vertex. There are at most r such iterations. The second case results in
an edge-separating event, in which with probability 1/2 we will cut the number of edges contained
in S in half. We can show that in expectation there are logm edge-separating events. Therefore,
there are logm + r iterations in expectation. At each iteration, we use at most 3logn queries which
are made in at most 2 rounds. Therefore,

Lemma 8 In expectation, PARA-FIND-ONE-VERTEX finds one relevant vertex using O((logm +
r)logn) queries, and the queries can be made in 2(logm+r) rounds.

PARA-FIND-ONE-VERTEX can work with FIND-ONE-EDGE to find an edge using expected
O(r(logm-r)logn) queries in expected 2r(logm+r) rounds. In fact, we can improve the round
complexity further to 2(logm -+ r) based on two observations, both of which use the fact that in the
whole process we only shrink S.

The first observation is that edges removed from S in the edge-separating events will not be
considered again. Therefore, the logm bounds not only the expected number of edge-separating
iterations of PARA-FIND-ONE-VERTEX, but also that of the whole process.

The second observation is that the edge-splitting events can be remembered and reused when
we try to find the next relevant vertex. Since we only shrink S, the bits that split all edges in S will
continue to do so. Let I* be the set of edge-splitting indices. In the new vertex finding process,
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instead of starting with A =V =S (recall in a recursive call of FIND-ONE-EDGE, we look for a
relevant edge contained in the S. Therefore, in the recursive call, V is equal to the S we obtain in
the previous call), we start with A = S|ic« p,—o0. Note that the equalities Q(S) = 1,Q(S\A) =0 are
preserved. This helps us to bound the number of edge-splitting iterations by r — 1 for the whole
process.

Thus, we have the following lemma.

Lemma 9 There is an algorithm that finds an edge in a non-empty hypergraph using expected
O((logm-r)logn) edge-detecting queries. Moreover, the queries can be made in expected 2(logm+
r) rounds.

Since the algorithm terminates in expected logm+r iterations, according to Markov’s Inequal-
ity, with probability at least 1/2, the algorithm terminates in 2(logm + r) iterations. We convert
it to one that succeeds with high probability by running Iog% copies, each of which has its own
independent random choices. All copies are synchronized at each iteration and the algorithm ends
when one of them succeeds. This leads to an algorithm that succeeds with high probability. We will
refer to this algorithm as PARA-FIND-ONE-EDGE.

Corollary 10 With probability at least 1 — 6, PARA-FIND-ONE-EDGE finds an edge using O((logm+
rylognlog %—)) edge-detecting queries, and the queries can be made in 4(logm+r) rounds.

5. A Linear-Query Algorithm

Reconstructing an independent covering family at the discovery of every new edge is indeed waste-
ful. In this section we show how to modify the quadratic algorithm to obtain an algorithm using
a number of queries that is linear in the number of edges. Our algorithm is optimal in terms of
the dependence on m. Moreover, the queries can be made in O(min(2" (logm +r)?, (logm +r)?))
rounds.

Before we begin to describe our algorithm, we introduce some notation and make some defini-
tions. First we reduce the discovery probabilities. Let

P (X) = /(27X 2dy () VX0,

where X is a relevant vertex set. Let the best discovery probability of x be the minimum discovery
probability among all its subsets. That is,

P (X) = min py (X').
X'€X

Definition 11 Let py(p) be the probability that a (x, p)-sample is positive, where X is a relevant
vertex set.

Remark 12 py(p) is continuous and monotonically increasing.
Angluin and Chen (2004) contains a proof of this fact.

Definition 13 Let py = min{p\px(p) = 1/2r+1} be the threshold probability of a relevant vertex
set x.

2226



LEARNING A HIDDEN HYPERGRAPH

Remark 14 Due to the fact that py(0) = 0, py(1) = 1 and that py(p) is continuous and monotoni-
cally increasing, the threshold probability uniquely exists.

Note that both threshold probabilities and discovery probabilities reflect the degree of set x
or the degrees of its subsets. The difference is that discovery probabilities reflect degrees in the
hypergraph we have found, while threshold probabilities reflect degrees in the target hypergraph.
Threshold probabilities are only used in analysis.

5.1 Overview Of The Algorithm

An “obvious” improvement to the quadratic algorithm is that instead of calling FIND-ONE-EDGE
on one positive sample at each iteration, we can call it on all positive samples. It is plausible that this
will yield more edges. However, there is no guarantee that different calls to FIND-ONE-EDGE will
output different edges. For instance, calls to FIND-ONE-EDGE on two sets that share a common
edge will produce the same edge in the worst case. We use several standard tricks to circumvent
this obstacle. In fact, the family of samples constructed here is more complex than that used in
Section 4, so as to ensure with high probability that the algorithm will make a certain amount of
progress at each iteration. By doing so, we are able to reduce the number of iterations from m to
O(min(2" (logm+r), (logm +r)?)). The number of queries will also be reduced.

First of all, the sampling probabilities are halved in order to accommodate more edges. More
precisely, imagine that we draw (X, %pH (Xx))-samples instead of (X, pn (X))-samples in the quadratic
algorithm. Take a look at a sample drawn several iterations ago, which the quadratic algorithm did
not call FIND-ONE-EDGE on. Such a sample will still have reasonable probability of excluding
all the edges that have been found, as long as the degree of X has not been increased by a factor of
2"~IXI or equivalently the discovery probability of x has not been decreased by half.

Second, the algorithm uses the best discovery probability for each relevant set. We call a relevant
vertex set minimal if it has the minimum discovery probability among its subsets. In the quadratic
algorithm, the goal is that one of the samples will produce an edge. According to the proof of
Lemma 5, in the quadratic algorithm, we actually only need to draw samples for minimal relevant
sets. In this algorithm, we hope that samples drawn for every relevant set will produce edges. But
drawing samples for non-minimal relevant sets with discovery probabilities is not sufficient to avoid
edges we have already found. Therefore, the best discovery probabilities are used.

Finally, besides samples drawn proportional to degrees, the algorithm also draws samples pro-
portional to the contribution of each relevant set. The idea is simple. Draw more samples for those
relevant sets that are more likely to produce a new edge. The algorithm maintains a contribution
counter c(x) for each relevant set x, which records the number of new edges that x-samples have
produced. As we have already said, different calls to FIND-ONE-EDGE at each iteration may
output the same edge. As all calls to FIND-ONE-EDGE at each iteration are made in parallel, it
is not clear which sample each new edge should be attributed to. To solve this problem, calls to
FIND-ONE-EDGE are processed sequentially in an arbitrary order.

In the algorithm, Fy consists of two parts: 7+ and #2. In 73, the algorithm draws samples
proportional to the contribution of each relevant set. ﬂf is closer to Fy in Section 4. Intuitively, a
high-degree relevant set in the target hypergraph (not necessarily a high-degree relevant set in H),
or a relevant set with small threshold probability is important, because an edge or a non-edge may
not be found if its important relevant subsets are not found. The smaller the threshold probability
a relevant set is, the more important it is. The algorithm uses samples in 7} to find edges while
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samples in %2 are mainly used to cover non-edges of H. 2 not only gives a short proof when
H is indeed the target hypergraph, but also finds important relevant sets quickly. The design of
2 guarantees that if the contribution of the most important subset of an edge or a non-edge stops
doubling, a more important relevant subset will be discovered with high probability.

5.2 The Algorithm

Let H = (V,E) be the hypergraph the algorithm has found so far. &’ is a parameter we will specify
later. The algorithm is shown in Algorithm 6. At each iteration, the algorithm operates in two
phases, the query phase and the computation phase. In the query phase, the algorithm draws random
samples and make queries. The queries can be made in O(logm +r) rounds, as queries of each call
to PARA-FIND-ONE-EDGE can be made in O(logm +r) rounds. In the computation phase, the
algorithm processes the query results to update the contribution counter of each relevant set and also
adds newly found relevant sets.

Algorithm 6 The linear-query algorithm
All PARA-FIND-ONE-EDGE’s are called with parameter &'.
1. e — PARA-FIND-ONE-EDGE(V).
2. E— {e}. c(0) — 1.
3: repeat
QUERY PHASE
4 Let 7} be a family that for every known relevant set x contains c(x) - 2"+2In % (X, %p’,ﬁ| X))-
samples.
5. Let 2 be a family that for every known relevant set x contains 23 3dy (x) In & (X, pi; (X))-
samples.
. Let Fy = THlU T,_%. Make queries on sets in Fy that are independent in H.
7. Call PARA-FIND-ONE-EDGE on all positive samples.
COMPUTATION PHASE
8 For each known relevant set X, divide x-samples in 1 into c(x) groups of size 2"+2In %.
9 Process the samples in 7} group by group in an arbitrary order. Increase c(x) by the number
of new edges that x-samples produce. Add newly found edges to E.
10.  Process the samples in 2. Add newly found edges to E.
11:  For every newly found relevant set x, c(x) < 1.
12: until no new edge is found

We will show that the algorithm terminates in O(min(2" (logm+r), (logm+r)?)) iterations with
high probability. Since ¥, dn (X) <2'mand ¥, c(x) < (2" +1)m (note that c(X) is one more than the
number of new edges that x-samples in 1 produce), the number of queries made at each iteration
is at most O(2*m - poly(r,logn, log %)). Therefore, the total number of queries will be linear in the
number of edges with high probability, as desired.

5.3 Analysis

Consider some iteration of the algorithm. Let H be the hypergraph the algorithm has found at the
beginning of the iteration. Let e be an edge that has not yet been found. Let x be a known subset of
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e. X can be either active, in which case a x-sample is likely to contain an edge or inactive otherwise.
Formally speaking,

Definition 15 We say that X is active if py(3p;; (X)) > 1/2"1 or, equivalently, 3p;;(X) > py, and
inactive otherwise.

The following two assertions serve as the goals for each iteration.

Assertion 16 Consider one group of x-samples G in #1. Let H’ be the hypergraph the algorithm
has found before this group is processed. If X is active, either pf, (X) < %p’g (x) or G will produce
a new edge.

Assertion 17 If x is inactive, then at the end of this iteration, either e has been found or a subset
of e whose threshold probability is at most %px has been found (a relevant subset is found when an
edge that contains it is found).

The following two lemmas show that both assertions hold with high probability.
Lemma 18 Assertion 16 is true with probability at least 1 — &'.

Proof If pf,(X) > %p*H (X), the probability that a x-sample contains an edge in H’ is at most

! 1* r=IX'l < \pi r=IX'l < 2 _ 1
X%de(x )GPR(X) < X%de(x P (X" S o = e

On the other hand, since ¥ is active, we have px(% iy (X)) > 1/2"*1. That is, with probability at least
1/2"+1 a x-sample will contain an edge. Therefore the probability that a x-sample contains a new
edge is at least 1/2+1 —1/27+2 = 1/2"+2, Recall that G contains 2"*2In 3 x-samples. Therefore,
with probability at least 1 — & there exists at least one sample in G that will produce a new edge. B

Lemma 19 Assertion 17 is true with probability at least 1 — &'.

Proof Let x* C x have the minimum discovery probability among all subsets of X at the beginning
of the iteration. Thus, p, (X*) = pi;(X) by the definition. Let us consider a X*-sample Py- in 2.
Let A be the collection of all subsets of e whose threshold probabilities are not less than %px. We
do not want Py- to contain any edge that contains x’ for any x’ € A because they prevent us from
discovering relevant sets with low threshold probabilities (< %px).

We observe that %pH (x*) = %p’,; (X) < py because x is inactive. Thus, we have that VX’ € A,

1, 1
Px (3PH (X)) < Py (5Px) < Py (py) = 1/27
Therefore,

Pr[3anedge e CPy-,e'NecAle CPy] < z px/(%pH (x") <1/2.
X'eA
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Combining with the fact that

_ 1 ) =IX = ! .
Prie € Pyl = (ZPa(X)) "' = 2 TH 222K Iy (%) = 2% 2dy (x*)’

we have that with probability at least 1/(23+3dy (X*)), Py~ contains e but does not contain any edge
whose intersection with e is in A, in which case PARA-FIND-ONE-EDGE(Py-) either outputs e or
outputs an edge whose intersection with e has threshold probability at most %px. The probability
that such a Py- exists in 7 is at least 1 — &, as we draw at least 22 +3dy (x*) In 3 (X*, % pn (X"))-
samples. |

Let H' be the hypergraph that has been found at the end of the iteration. Let ¢ (x) and ¢y, (X)
be the values of c(x) at the beginning and end of the iteration respectively. At each iteration, if no
assertion is violated, one of the following two events happens.

1. Either ¢y, (X) > 2c(X) or piy(X) < 3p55(X)- (C(X) doubles when each of the ¢, (X) groups
of x-samples in 7} succeeds in producing a new edge.)

2. Either e has been found or a subset of e whose threshold probability is at most %px has been
found.

That is, the two assertions guarantee that the algorithm makes definite progress at each iteration.
The following lemma gives bound on the number of iterations of the algorithm.

Lemma 20 Assuming no assertion is violated, the algorithm terminates in O(min(2" (logm +r),
(logm+r)?)) iterations.

Proof First we remark that the minimum and maximum possible values for both discovery prob-
abilities and threshold probabilities are 1/(2%*1m) and 1/2 respectively, and the minimum and
maximum possible values for c(x) are 1 and m+ 1.

For each edge e, we divide the iterations into phases until e is found. Each phase is associated
with a known relevant subset x of e which has the minimum threshold probability at the beginning
of the phase. A x-phase ends when x becomes inactive and then either e will be found or another
relevant subset of e with at most half of x’s threshold probability will be found. Let us associate
x’s threshold probability with a x-phase. There are certainly at most 2" phases because this is a
bound on the number of subsets of e. Moreover, there are at most O(logm + r) phases as the asso-
ciated threshold probability halves at the end of each phase. Furthermore, each phase takes at most
O(logm +r) iterations, since either c(x) doubles or the best discovery probability halves at each
iteration. Therefore the algorithm terminates in O(min(2" (logm +r), (logm+-r)?)) iterations. M

It is not hard to see that total number of assertions we need to satisfy before the algorithm
succeeds is bounded by poly(2",m), including the assertions that each PARA-FIND-ONE-EDGE
will succeed. Choose & = ©(8/poly(2",m)) and the algorithm will succeed with probability at
least 1 — . Although the choice of &’ requires knowledge of m, it is sufficient to use an upper bound
of (?) and we have that Iog% < poly(r,logn) - log %. Since queries at each iteration are made in
O(logm+r) rounds, it follows that
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Theorem 21 With probability at least 1 — &, Algorithm 6 learns an r-uniform hypergraph with m
edges and n vertices, using O(24'm- poly(r,logn,log §)) queries, in O(min(2" (logm+r)2, (logm -+
r)%)) rounds.

6. Lower Bounds For Almost Uniform Hypergraphs

In this section, we derive a lower bound for the class of (r,A)-uniform hypergraphs. The following
theorem is proved in Angluin and Chen (2004).

Theorem 22 Q((2m/r)"/?) edge-detecting queries are required to identify a hypergraph drawn
from the class of all (r,r — 2)-uniform hypergraphs with n vertices and m edges.

We show that by a simple reduction this gives us a lower bound for general (r,A)-uniform hyper-
graphs.

Theorem 23 Q((2m/(A+ 2))”%) edge-detecting queries are required to identify a hypergraph
drawn from the class of all (r,A)-uniform hypergraphs with n vertices and m edges.

Proof Givena (A+2,A)-uniform hypergraph H = (V,E), letH’ = (V UV’ E’) be an (r,A)-uniform
hypergraph, where |V/| =r—A—-2,V'NV =@and E' = {eUV’|e € E}. Any algorithm that learns
H’ can be converted to learn H with the same number of queries. |

7. Learning Almost Uniform Hypergraphs

In this section, we extend our results to learning (r,A)-uniform hypergraphs. The query upper bound
stated in the following theorem matches the lower bound of Theorem 23 in terms of dependence on
m. The round upper bound is only 1+ A times more than that of Algorithm 6.

Theorem 24 There is a randomized algorithm that learns an (r,A)-uniform hypergraph with m
edges and n vertices with probability at least 1 — 8, using 0(2°((1+2)) . m1+3 . poly(logn, log £)))
queries. Furthermore, the queries can be made in O((1+ A) - min(2" (logm +r)2, (logm + r)3))
rounds.

7.1 The Algorithm

One of the main modifications is the use of new discovery probabilities. We first provide some
intuition for the new discovery probabilities. We have been choosing the discovery probability for
a relevant set x to be inversely proportional to the (r — [x|)™" root of its degree. It is so chosen that a
X-sample has good chance of excluding edges that contain x. In an almost uniform hypergraph, we
choose the discovery probabilities for the same purpose. In other words, we would like to choose p
such that 3 ecg eny PI®XI < 1/2'+2. Similarly, we should set p to be inversely proportional to the wi"
root of dy(X), where w = mineoy [€\X| is the minimum difference in cardinalities between edges
containing x and x. However, w is no longer equal to r — |x| as in uniform hypergraphs. There are
two cases. When |x| < r—A, we have w > r — A — |x| because the minimum edge size is r — A;
when [x| > r —A, w can be as small as 1.
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The case when w = 1 is special, as it implies that there exists an edge e such that |e\x| =1 ore
has only one vertex v that x does not have. We will call e a 1-edge of x. On one hand, any x-sample
containing v contains e, and hence is not an independent set; on the other hand, by excluding every
vertex whose union with x contains an edge, we can easily exclude all corresponding edges. Thus
we remove these vertices from each x-sample and the resulting sample, which we call a modified
X-sample, is an improvement over the original one. (We remark that this improvement is available
for the uniform hypergraph problem in the case when |x| = r — 1, but is not as important.) More
specifically, let vy (X) be the set of all vertices v such that x U {v} contains an edge in H. A modified
(X, p)-sample is a (X,Vn(X), p)-sample defined as follows.

Definition 25 A (x,v, p)-sample (x v = 0) is a random set of vertices that contains x and does
not contain any vertex in v and contains each other vertex independently with probability p.

Algorithm 7 Learning an (r,A)-uniform hypergraph
All PARA-FIND-ONE-EDGE’s are called with parameter &'.

1. e — PARA-FIND-ONE-EDGE(V).
2. E— {e}. c(0) — 1.
3: repeat

QUERY PHASE
4 Let %} be a family that for every known relevant set x contains c(X) -2r+2In§ modified

(X, % pi; (X))-samples and the same number of modified (, 2r+W1‘O|H(X))-samples.

5. Let 72 beafamily that for every known relevant set x contains 2(4/py (x)) X/ In 3 modified

(X, %P5 (X))-samples and 2+4++X/dy () In 3 modified (¥, WM)—sampleS.

. Let fy = leU f,f. Make queries on sets in F that are independent in H.
7. Call PARA-FIND-ONE-EDGE on all positive samples.
COMPUTATION PHASE
8 For each relevant set x, divide x-samples in #3 in c(X) groups of 2r+2In§ modified
(X, 2P, (X))-samples and the same number of modified (x, WM)—sampleS.

9 Process the samples in 7} group by group in an arbitrary order. Increase c(x) by the number
of new edges that x-samples produce. Add newly found edges to E.

10.  Process the samples in 72, Add newly found edges to E.

11:  1-edge-finder: For any x-sample Py € F2, let e be the output of PARA-FIND-ONE-
EDGE(Py). Vv € e, make a query on x U {v} to test whether it is an edge. Add newly
found edges to E.

12:  For every newly found relevant set x, c(x) < 1.

13: until no new edge is found

We remark that we can use original x-samples and obtain a much simpler algorithm than Algo-
rithm 7. However, the query complexity will be roughly m2+2 instead of m*2. The reduction of
the complexity in the exponent of m is due to the fact that each modified x-sample only needs to
deal with edges that have at least 2 vertices that x does not have. This leads to the definition of the
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new discovery probability as follows.

0 = 1/(2" W 2dy ()Y AXD i x| <r—A-2
PHiX)= 1/(2X+2dy (%)Y, otherwise.

We use the new discovery probabilities in Algorithm 7. Although we use modified samples,
special care is still needed for 1-edges in order to parallelize the edge finding process. In fact, the
majority of effort in developing Algorithm 7 is devoted to dealing with 1-edges.

In both 7} and %32, we draw (X, WM)-samples in addition. The reason for the design will

be made clear in the analysis section. A group of x-samples in 7} will consist of both (¥, %p’g X))-

samples and (X, WlldH(X))-samples. 2 contains (X, %p*H (x))-samples as in Algorithm 6. Al-

though, the number of (¥, %p*H (X))-samples appears to be different from that of Algorithm 6, we
remark that 2(4/py (X)) X! In % is bounded by 23 *3dy(x)In & under the definition of discovery
probabilities in Section 5 and this group of samples are designed for essentially the same purpose
as those for Algorithm 6. We also use a subroutine called 1-edge-finder, specified in Algorithm 7.

7.2 Analysis

Round complexity

The following two definitions are analogous to those in Section 5. The extra subscript indi-
cates that the new definitions depend on the already found sub-hypergraph H, while the previous
definitions don’t.

Definition 26 Let py 1 (p) be the probability that a (X,vH(X), p)-sample is positive, where X is a
vertex set that does not contain an edge.

Definition 27 Let pyn = min {p|pyn(p) = 1/2""1} be the threshold probability of x.

Now we bound the number of iterations of Algorithm 7. We divide the process of the algorithm
into (14 A) phases, each of which is indexed by a number in [r — A, r]. The phase | begins when all
edges of size less than | have been found. Phase r — A is the first phase because there is no edge of
size less than r — A

Let e be an edge of size | and X be a known relevant subset of e. We need to deal with two cases
Sx| =1—-1and [x| <1—2, the latter of which is simpler as every 1-edge of x has been discovered.
We make the following definition.

Definition 28 ¥ is active if it satisfies either of the following two conditions.

L x| <1—2and pyn(3p5(X) > 1/27HL,

2. |xI=1-21and pyn(3pf(x) >1/2"tand px,H(WlwdH(x)) >1/2",
It is inactive otherwise.

The definition is analogous to that in Section 5, and so are the following assertions. The assertions
are made at phase I.

Assertion 29 Consider one group of x-samples G in 1. Let H’ be the hypergraph the algorithm
has found before the group is processed. If x is active, one of the following three events happens.
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L piy(X) < 2PE(X) .
2. dw(X) > 2du(X) , or

3. G will produce a new edge.

Assertion 30 If x is inactive, at the end of this iteration, e has been found or a subset of e whose
threshold probability is at most %px,H has been found.

The two assertions guarantee that Algorithm 7 makes a certain progress at each iteration.

Lemma 31 If no assertion is violated, phase | terminates in O(min(2"(logm 4 r), (logm + r)?))
iterations.

Proof We need to prove that every edge of size | can be found in the specified number iterations. Let
e be an edge of size |. The proof proceeds similarly to that of Lemma 20. We divide the iterations
into sub-phases, each of which is associated with a subset of e (we use sub-phases here to avoid
confusion). Using an argument similar to that used in the proof of Lemma 20, we can show that
each sub-phase takes O(logm +r) iterations. The only exception is that in this proof, the threshold
probability of a set x might not be fixed (it depends on the already found sub-hypergraph H). When
more 1-edges of x are found, py 1 (p) will decrease as more vertices are excluded from the sample.
Therefore, py 4 might increase. After such a sub-phase, the associated threshold probability might
not halve. However, this exception only happens when the subset associated with the sub-phase is
of size | — 1 and only happens | < r times as there are at most | such subsets and causes at most |
additional sub-phases. Therefore, we get the same asymptotic bound on the number of sub-phases,
which is O(min(2",logm+r)). This establishes the lemma. [ |

Now we show the two assertions are true with high probability.
Lemma 32 Assertion 29 is true for Algorithm 7 with probability at least 1 — &'.

Proof G consists of two subgroups of samples with different sampling probabilities. In the analysis
we will only consider one subgroup. In the case that x| < |—2, we use only (X, %p’,q (X))-samples.
In the case that |x| = | — 1, we will use the subgroup with the smaller sampling probability. Let n
be the sampling probability of the subgroup we consider. We have n = %p;; (x) when |x| <I1-2
and n = min(3pj, (x),WM) when |x| =1 —1. By our definition of active, in both cases

Py.H(N) > 1/2"+1 The probability that a modified (x,n)-sample contains an edge in H’ is at most

S de(X) - N AXED) 4w (x) \Wk (X)] N (1)
X EX

o When [x| =1-2, [vi/(X)\VH(X)| = 0. Therefore, if n = 3p;;(x) < pjy,(X), Equation (1) is
at most 1/2"+2,

e When |x| =1 —1, since every 1-edge of x must contain X in phase I, Equation (1) is bounded
by

S dre(x) - ™A X2 4y () 1.
X'CX

If 2p5:(X) < piy(X) and diyr(X) < 2dw(X), the above is bounded by 1/2"+2.
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With probability at least 1/2"2, a (x,n)-sample contains an edge that is not contained in H'.
Thus, with probability at least 1 — &', G will produce a new edge. [ |

Lemma 33 Assertion 30 is true for Algorithm 7 with probability at least 1 — &'.

Proof First we remark that if e has not been found, the probability that e is contained in a modified
x-sample is the same as for an unmodified one. This is because e does not contain any vertex in
vH (X). Otherwise, e contains an edge in H, which violates our assumption that edges do not contain
each other.

If pX7H(%p’;| (X)) < 1/2"*1, the proof proceeds similarly to that of Lemma 19. We remark that
the differences are that py 1 and py 1 are used instead of py and py and we draw more samples in
2 in Algorithm 7.

The remaining case is when |x| =1 —1 and pX’H(Wl\dH(X)) < 1/2"*1 Consider a

(x,WM)—sample Py in #3. Since e is of size I, we have |e\X| = 1. Let {v} =e\x. We
have that

1
PI’[V € PX] = 2r+3+\x|dH (X)
and 1
/ ! r+1
Pr{3anedge e’ C Py suchthatvé¢ e’ [vePy] < pX’H(72r+3+‘X|dH(X)) <1/2".

Therefore, with probability at least 1—1/2"+1, Py contains v and contains only

1
23 Xl dy (X) : (
edges that are incident with v. Our 1-edge-finder will find e in this case. As we draw 2" 4+ Xldy (x)
In % samples, e will be found with probability at least 1 — &'. |

Since the algorithm has only 1+ A phases, the algorithm ends after O((1+A) - min(2" (logm +
r), (logm+r)2)) iterations. If no assertion is violated, the round complexity of Algorithm 7 is

O((1+4)-min(2"(logm+r)2, (logm +1)3))

We can choose &' so that the algorithm succeeds with probability 1 — & and log % < poly(r,logn) -
log 3.
Query complexity

The main discrepancy of the performance of this algorithm is due to the fact that in %3, the
discovery probabilities are chosen as if all the edges were of minimum possible size, while the
numbers of samples drawn are chosen as if all the non-edges (or potential edges) of H were of
the maximum possible size. This causes the super-linear query complexity. At each iteration, the
number of x-samples in 3 is at most
O((2°0)-du (X)) 7 -log 5
1
o

Note that (r — |x|)/(r —A—|x|) is at most 1+% when |x| < r—A—2. Therefore, the number
of modified x-samples in %7 is at most O((2°(") - dy(x))™*2 - log ). Because ¥, du(X) < 2'm

. ) if[x| <r—A-2
2(4/py (X)) X |ng =

0((2°0) . dyy (x))*2 -log =) otherwise.
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and Vx,dy (X) < m, we have szH(x)”% < (2rm)1+%. Therefore, the total number of queries the
algorithm makes is bounded by

L

0(20((1+%)r) .mits. poly(logn,log 5))-

This finishes the proof of Theorem 24.
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