Make a little bit go a long way. (Jan 1999)
In my last article, I mentioned bitmap indices as a possible solution to the problem of acquiring a small number of rows from a very large table. This resulted in a few people contacting me to ask for more details:  so here is a brief summary of the what, why and how of bitmap indices in Oracle . Any examples in this article are based on Oracle 7.3.2.3 running on HP-UX 10.20

A Challenge.

A (hypothetical) building society has about 5,000,000 customers, and amongst other details their customer database records the following details:

Size of mortgage (to nearest £1,000 )

Value of property (to nearest £1,000 )

Year mortgage acquired

Type of property

Number of bedrooms

etc. …….

How can you define the database in such a way that it is possible to run efficient queries to identify things like:

All mortgages for more than £300,000 taken out in 1992 on 5-bed detached houses 
You may identify a few frequently occurring queries and build multi-column indices that allow them to be addressed fairly efficiently, but this takes a lot of space and you won’t be able to cover all the possible options.

This is where bitmap indices can be useful, and this article is a brief discussion of what they are, how they work, and what they cost in Oracle.

What is a bitmap index ?
Take as an example a ten row subset of the building society data, showing the two columns ‘type of property’ and ‘no. of bedrooms’ as in Fig. 1 

(flat,



2)

(detached house,

4)

(detached house,

3)

(cottage,


1)

(semi-detached


3)

(semi-detached


2)

(flat,



1)

(semi-detached


3)

(detached house,

3)

(semi-detached


3)

Fig 1
Table of property data

To build a bitmap index on the TYPE column we note that there are four different values used for TYPE, so we build a second ‘table’ with 4 columns one for each type, and in each column we put a 1 or 0 to show which TYPE appears at that location in the base table (See Fig. 2).  

Then, of course, we have to figure out a way of storing and using this table of 1’s and 0’s efficiently.
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Fig 2. Example of a bitmap index

There are two problems that Fig. 2 highlights, both of which are raised in the Oracle manuals:

First, the notional size of a bitmap is ‘number of used values’ multiplied by ‘number of rows in table’.  Clearly you should only create a bitmap index on a column (or set of columns) with a low cardinality.  But how low is low ?  More on this later.

Secondly, if you update a column that is bitmap indexed, two ‘columns’ of the bitmap have to be locked briefly whilst a bit is set in one and cleared in the other.  Although Oracle’s physical implementation aims to minimise the impact this has on concurrency, bitmap indices should not be used on columns with high update rates.

Relational purists may, of course, complain that bitmaps work only if the rows in the base table have an implied order that allows the bitmaps to ‘line up’ with the table.

As an example of using bitmaps, Fig. 3 shows the action for the two queries:
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Fig 3. Samples of AND’s and Or’s 

Some Test results.

To find out how well Oracle’s bitmaps work, I built a 13 column table of which one column was data/padding, and the other columns were calculated to test the effectiveness of bitmaps.

Different columns had cardinalities 2 (i.e. only two values allowed in the column) 10, 100, and 1000.

The clustering factor ranged from non-existent, through repetitions of 50, to repetitions of 500.

For example a column named TEN_50 was allowed to have only the values 0 to 9 in it, but reading down the table you would see 50 0’s, then 50 1’s and so on up to 50 9’s then back to 0’s.

To indicate their cardinality and clustering, the columns were named:


two_1,  two_50,  two_500


ten_1,  ten_50,  ten_500


c_1,    c_50,    c_500


m_1,    m_50,    m_500
The table held 8,000,000 rows, and had a size of 750 MB.

To make best use of bitmaps, I set the following init.ora parameters.

create_bitmap_area_size = 8388608

bitmap_merge_area_size  = 4194304

b_tree_bitmap_plans     = TRUE

v733_plans_enabled      = TRUE

compatibility           = 7.3.2
It is only the compatibility option that needs to be set.  The other options affect performance and the possible choice of execution paths.

The speed with which bitmap indices can be built is also affected by the sort_area_size, which was set to (relatively small) default of 64K.

Building Bitmaps
The table shows the time taken in minutes to build indices on each of the columns, the sizes of the indices, and the amount of space in the TEMP tablespace needed whilst building.




An interesting comparison is the cost of building an ordinary b-tree index on the M_500 column which is the most appropriate column in the table for normal indexing.  For the purposes of this build, I set the sort_area_size to 8MB with the following result:


Time:

33 mins 46 secs


Size:

126 MB


Sort Space:
158 MB


We can draw four conclusions from these results.  

1. bitmaps are significantly smaller than b-tree indices.  The total space for all 12 bitmaps was less than the space for the single b-tree

2. bitmaps on clustered data can be stored much more efficiently than bitmaps on non-clustered data.

3. the cost of building lots of bitmaps is not really prohibitive.

4. ‘low cardinality’ is relative -  our bitmaps on columns with 1,000 different values are still very small.  Each value represents only 0.1% of the total number of rows in the table, and it is this fraction that is more important that the absolute number of different values in the column.

Using Bitmaps:
I ran various queries to determine the execution paths of queries, and the time cost of bitmaps - the variations, and the clever tricks that Oracle plays could easily fill a couple more articles but the most significant thing was the very first query I ran:

select 
padding

from
bit_test

where
m_2 = 0

and
m_50 = 0

and
m_500 = 0;

Out of the 8,000,000 rows in the table, there were 16 meeting the condition.  Oracle got them in just 0.88 seconds.  This surprised me so much I rebooted the machine and ran the query from a cold database startup - it still took only 1.03 seconds.

This was so amazing that I rebuilt the table with 2 columns that were allowed 1,000 values of randomly distributed data.  With these columns bitmapped, (30 MB per bitmap this time) it took only 0.5 seconds to return a result for:

select 
padding

from
bit_test

where
col1 = N1

and
col2 = N2;

The other feature of bitmap indices was the way in which Oracle would use as many indices as needed to satisfy the query efficiently.  

The first example above used only the M_500 and M_50 indices as these were the best indices (narrowing the table access down to 800 rows), and the M_2 index was unlikely to improve matters much.

By comparison, the query:

select 
padding

from
bit_test

where
two_2 = 0

and
two_50 = 0

and
two_500 = 0

and
ten_2 = 0

and
ten_50 = 0

and
ten_500 = 0;
used all 6 indices to try and restrict the table access to the required 8,000 rows.  The result came out in 1 minute 4 seconds - compared to 6 minutes 56 for a full tablescan.

You may recall that with B-tree indices Oracle does not merge more than 5 indices on a single table:  this doesn’t apply with bitmap indices.  All the indices used in this second query range from bad to appalling in b-tree terms - the best ones return 800,000 rows from the table - yet because our query can merge several bitmapped columns we can still get a reasonable turn-around time.

Traps:
Are there any pitfalls to using bitmap indices ?  I don’t really know yet as all my work has been done ‘in the lab’, and not against real client data.

I did find one anomaly. The query:

select * from bit_test;
used a bitmap scan, rather than a tablescan to acquire the rows.  This might introduce a surprise overhead when scanning a large table.

There are some indications that users of bitmaps will end up grabbing more memory than other processes.  (The default bitmap_merge_area_size is 4MB, which seems a bit large.)

The only other thing to be wary of is using bitmaps against partitioned views - they do work, and they could work very well but - there is a brief note in my 8.02 Beta manuals that bitmap indices will not work against version 8 partitioned tables.  

Conclusion:
Although I have not yet stress-tested bitmap indices in a user environment, I am amazed at how well they  have responded in the tests I carried out.

The main benefits are:

· They are quick to build

· They are small 

· ‘Good’ indices work very well

· Oracle can combine lots of ‘bad’ indices to get a result quickly.

Remember the key point - a single bitmap is not particularly useful, it is the ability to combine several bitmaps that brings the greatest benefits.

I am looking forward to working on a site where they may be appropriate.  However, given the ‘v733’ init.ora parameter I have mentioned in this article, I personally would be a little cautious of implementing them in a production system until version 7.3.3 of Oracle.

Jonathan Lewis is a freelance consultant with 11 years experience of Oracle.  He specialises in physical database design and the strategic use of the Oracle database engine, but spends most of his time resolving performance issues.  He can be contacted on 0973-188785, or e-mailed at jonathan@jlcomp.demon.co.uk

_926624672.xls
Sheet: Sheet1

Index

Time Taken

Index Size

Sort Space

TWO_2

0.39305555555555555

5.5 MB

5.4 MB

TWO_50

0.37083333333333335

3.25 MB

3.2 MB

TWO_500

0.3673611111111111

2.75 MB

2.7 MB

TEN_2

0.6555555555555556

22 MB

25 MB

TEN_50

0.3861111111111111

3.5 MB

4 MB

TEN_500

0.3756944444444445

2.75 MB

3 MB

C_2

0.7263888888888889

21.5 MB

25 MB

C_50

0.4

3.5 MB

4 MB

C_500

0.38958333333333334

2.75 MB

4 MB

M_2

0.8576388888888888

21.5 MB

43 MB

M_50

0.4083333333333334

4 MB

4 MB

M_500

0.38958333333333334

3 MB

3 M


