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Introduction
• Let a graph G = (V, E), be defined by its vertex V = {1, 2, 

..,n} and edge E = {(i1, j1), (i2, j2), ..,(im, jm)} sets, with 
|V | = n and |E| = m. The sequential lexicographic 
Depth-First Search (DFS) algorithm was proposed in [4]. 

• The DFS traversal problem requires us to compute : 
parent information , pre-order (start time) and 
post-order (end time) for every node in G.

• The sequential DFS algorithm[4], in itself, is not at all 
parallelizable.

• In this work, we aim to implement  parallel-DFS 
algorithm proposed in [2] [3] and report the it’s 
speed-up. (using [1] dataset).

Parallel DFS Algorithm 
The algorithm is subdivided into 3 components : DAG to 
DT conversion, subgraph size calculation, and pre and post 
order calculation; where in each execution of component 
aids in solving the DFS problem. The GPU kernels 
implemented in the CUDA program are as follows :

1. dag_to_dt - It  converts a given DAG to a DT. Since, for 
computing the parent information one needs to have 
only one parent per node. This algorithm computes the 
parent part of the DFS problem.

2. subgraph_size - The  algorithms traverses the graph in 
a top-down fashion computing the prefix sum values of 
the zeta values of the nodes, which are used in 
calculating the pre and post order of the nodes..

3. pre_post_order - This takes the zeta  prefix  sum values 
as input to compute the pre (discovery time) and post 
(finish time) order of the nodes.

The final algorithm, solves the DFS problem by calculating 
it’s three subproblems. This parallel DFS algorithm is 
proven to be work-efficient.

Results

References
Optimizations

1. Path pruning.
2. CUDA streams for asynchronous memory transfer.
3. Inline functions for faster execution.
4. Use of pinned memory.
5. Use of arithmetic shift operators.
6. Structure of Arrays vs Array of Structures for storing the 

dataset in CSC format.
7. Extensively used __constant_memory (where-ever 

possible).
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Figure 1: Task Dependency Graphs for (a) Subgraph size calculation,,  (b) pre-post 
order, (c) DAG to DT conversion,  and (d) final algorithms.


